## CHAPTER

Numerical Optimal Transport

Optimal Transport studies the cost of moving quantities from one place to another and aims at finding the optimal way to do it, that is minimizing the cost of the displacement. Its applications can go from moving heaps of sand to holes (Monge, 1781), reorganizing military troops and cargo (Kantorovich, 1942), correcting an image histogram to a prescribed values (Haker et al., 2004), finding the origin of seismic events (Métivier et al., 2016), or transferring a learning model over a new data distribution (Courty et al., 2016).
Its study dates back to Monge in 1781, had a renewed interest in the beginning of the XX-th century, and is still today a very active field of mathematics both pure (Villani, 2008) and applied (Santambrogio, 2015), notably in relation with machine learning (Peyré and Cuturi, 2019). The book Computational optimal transport by Gabriel Peyré and Marco Cuturi will serve as the main reference for this chapter, and is to be credited for some of the illustrations of this chapter.

### 3.1 INTRODUCTION

### 3.1.1 Measuring the mass

Let us consider a set $\mathcal{X}$. To measure the mass, it is convenient to define a positive (so-called Radon) measure $\mu$ on $X$ which associates at each point $x \in X$ a positive number $\mu(x)$.

Example 3.1 (Measure in continuous and discrete spaces).

### 3.1.2 Transporting the mass

Example 3.2 (Original Monge problem).

# MÉMOIRE SUR LA THEORIE DES DÉBLAIS <br> ET DES REMBLAIS. <br> Par M. MON GE. 

I orsqu'on doit tranfporter des terres d'un lieu dans un
L. autre, on a coutume de donner le nom de Deblai au volume des terres que lon doit traniporter, Le prix du tranfport d'une molécule étant, toutes choles 'ailleurs égales, proportionnel à fon poids \& à l'efpace tu'on lui fait parcourir, \& par conféquent le prix du tranfport total devant être proportionnel à la lomme des produits des molédevant être proportionnel à la lomme des produits des mole-
cules multupliées chacune par l'efpace parcouru, il s'enfuit que le déblai \& le remblai étant donpés de figure \& de pofition, il n'eft pas indifférent que telle molécule du déblai poition, il neft pas indifferent que telle molecule du deblai, mais quitil y a une certaine diftribution à faire des molécules dú premier dans le fecond, d'après faquelle la fomme de ces produits fera la moindre poffible, \& le prix du tranfport total fera un minimum.


Let us define a starting set $X$ and a target set $\mathcal{Y}$, endowed with measures $\mu$ and $v$.
A transport operation is a mapping from $X$ to $Y$

$$
\begin{gathered}
\mathrm{T}: X \rightarrow Y \\
\text { implying that } v(A)=\mu\left(\mathrm{T}^{-1}(A)\right) \text { for all } A \subset \mathcal{Y}
\end{gathered}
$$

We note $v=\top_{\sharp \mu}$ with $T_{\#}$ called the push-forward operator.
Example 3.3.

$$
\begin{gathered}
\nu(A) \stackrel{\text { def. }}{=} \mu\left(f^{-1}(A)\right) \\
\Longleftrightarrow f_{\sharp} \mu \text { defined by: } g(y) \mathrm{d} \nu(y) \stackrel{\text { def. }}{=} \int_{X} g(f(x)) \mathrm{d} \mu(x)
\end{gathered}
$$



But, intuitively, all transportation maps are not equivalent, we thus need define the $\operatorname{cost} c(x, y)$ of moving (a unit of mass) from $x \in X$ to $y \in \mathcal{Y}$.

With these definitions, we can formulate the Monge problem of minimizing the transportation cost:

$$
\min _{T: v=T_{\sharp \mu}} \int_{X} c(x, \mathrm{~T}(x)) \mathrm{d} \mu(x)
$$

(Monge problem)

We know from Brenier (Brenier, 1991) that this problem has a unique solution when $c(x, y)=\|x-y\|^{2}$ and $\mu, v$ have densities. Furthermore, the optimal transport plan $T^{\star}$ is the gradient of a convex function.

### 3.1.3 The discrete Monge problem

Let us denote a discrete measure $\alpha=\sum_{i=1}^{n} a_{i} \delta_{x_{i}}$ as a sum of diracs at positions $\left(x_{i}\right)$ weighted by non-negative coefficients $\left(a_{i}\right)$.

The problem of transporting $\alpha=\sum_{i=1}^{n} a_{i} \delta_{x_{i}}$ to $\beta=\sum_{j=1}^{m} b_{j} \delta_{y_{j}}$ amounts to finding a Monge transport map $T$ that associates to each point $x_{i}$, a single point $y_{j}$ so that

$$
\text { for all } j \in\{1, . ., m\}, \quad b_{j}=\sum_{i: y_{j}=T\left(x_{i}\right)} a_{i} .
$$

This equation, sometimes called mass transportation, defines the set of valid transport maps from $\alpha$ to $\beta$ by imposing that the mass of a target point $y_{j}$ (i.e. $b_{j}$ ) is equal to the mass that is transported from all $x_{i}$ such that $y_{j}=\mathrm{T}\left(x_{i}\right)$.

An important point is that in this problem, the mass of point $x_{i}$ cannot be split: even though two input points can go to the same target point, the mass $a_{i}$ of an input point cannot be split into several target points ${ }^{13}$. This means that there may not exist a Monge transport plan.


When Monge transport maps exists, it is possible to evaluate their cost defined as the sum of the costs of transport for all input point, that is $\sum_{i=1}^{n} c\left(x_{i}, \mathrm{~T}\left(x_{i}\right)\right)$. The associated optimal transport problem thus writes:

$$
\min _{\mathrm{T}} \sum_{i=1}^{n} c\left(x_{i}, \mathrm{~T}\left(x_{i}\right)\right) \quad \text { s.t. } \forall j, b_{j}=\sum_{i: y_{j}=T\left(x_{i}\right)} a_{i}
$$

In this case, we notice that the transport plan $T$ can be simply rewritten as an $n \times m$ matrix $T$ with $T_{i j}=1$ if $T\left(x_{i}\right)=y_{j}$ and 0 elsewhere; we can also define a cost matrix C as $\mathrm{C}_{i j}=c\left(x_{i}, y_{j}\right)$. Then:

- A transport matrix $T$ must have i) exactly one 1 per row (all others coefficients are null); and ii) verify the mass transportation equality which rewrites $b_{j}=$ $\sum_{i=1}^{n} T_{i j} a_{i} ;$
- The transport cost is equal to $\langle T ; \mathrm{C}\rangle$ where $\langle A ; B\rangle=\sum_{i, j} A_{i j} B_{i j}$ is called the Frobenius scalar product.
It is thus a highly combinatorial problem (maybe with no solution).


### 3.1.4 Kantorovitch's relaxation

## Example 5



Mange's problem may not have a feasible solution due to the impossibility of splitting mass. Allowing such a mass splitting is at the core of Kantorovitch's relaxation (Kantorovich, 1942). Instead of considering a mapping transport matrix $T$ as in Mange problem (see above), we consider a coupling matrix $P$ where $P_{i j} \geq 0$ represents the quantity NOT the proportion of mass going from $x_{i}$ to $y_{j}$. In order for the transport to be valid, one must have for all $j$ that $a_{j}=\sum_{i=1}^{m} P_{j i}$ and $b_{j}=\sum_{i=1}^{n} P_{i j}$.

$$
\begin{array}{l|l}
\text { Monge transport } & \text { Kantorovitch relaxation } \\
\hline \text { T is a surjective mapping } X \rightarrow Y & \text { T is a coupling matrix } P \in \mathbb{R}_{+}^{n \times m} \\
\forall j, \quad b_{j}=\sum_{i=1}^{n} T_{i j} a_{i} & \forall j, \quad a_{j}=\sum_{i=1}^{m} P_{j i} \text { and } b_{j}=\sum_{i=1}^{n} P_{i j}
\end{array}
$$

In order to work properly on such transport couplings, it is interesting to define the set of admissible couplings

$$
\cup(a, b)=\left\{P \in \mathbb{R}_{+}^{n \times m}: P 1_{m}=a, 1_{n}^{\top} P=b^{\top}\right\}
$$

where $1_{d}$ is the size- $d$ vector with unit unit entries.
Lemma 3.4. For any pair of probability vectors $a \in \Delta_{n}, b \in \Delta_{m}, U(a, b)$ is a convex non-empty linear polytope.

Proof. As an exercise.
Using a cost matrix C (defined as above as $\left.\mathrm{C}_{i j}=c\left(x_{i}, y_{j}\right)\right)$ and the Frobenius scalar product, Kantorovitch's optimal transport problem writes

$$
\min _{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle
$$

which is a linear program!


Remark 3.5 (Continuous version). For two measures $\alpha, \beta$ over $\mathcal{X}, \mathcal{Y}$, Kantorovitch's optimal transport problem writes

$$
\min _{\gamma \in \Gamma(\alpha, \beta)} \int_{X \times y} c(x, y) \mathrm{d} \gamma(x, y)
$$

where $\Gamma(\alpha, \beta)$ is the set of measures on $X \times Y$ admitting $\alpha$ and $\beta$ as marginals.

### 3.2 COMPUTING THE OPTIMAL TRANSPORT

In this section, we will be looking into the numerical computation of Kantorovitch's discrete optimal transport problem:

$$
\begin{equation*}
\min _{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle \tag{K}
\end{equation*}
$$

### 3.2.1 Primal problem

Since $U(a, b)$ is a convex non-empty linear polytope (See Lemma 3.4) and $(\mathcal{K})$ is a linear program, we have some information about the localization of the solutions.
Theorem 3.6. There is a solution $P^{\star}$ of $(\mathcal{K})$ which is an extremal point of $\cup(a, b)$.
Proof. $\mathrm{U}(a, b)$ is a non-empty convex polytope; thus the solution of a Linear Program on such a set is necessary on the boundary by the maximum principle (see e.g. Chap. 32 in (Rockafellar, 1970)).

In terms of optimization:

- Kantorovitch's problem and Dantzig's simplex algorithm are concomitant;
- Direct LP may be hard due to the polytope constraints;
- When $m=n$ and $a=b=1 / n$, the Hungarian/Auction algorithm is in $O\left(n^{3}\right)$;
- In 1D, sorting is in $O(n \log (n))$.


### 3.2.2 Dual Problem

Let us dualize of the linear program $(\mathcal{K})$ :

$$
\begin{align*}
& \min _{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle  \tag{K}\\
& \Leftrightarrow \min _{P \in \mathbb{R}_{+}^{n \times m}, P_{1} 1_{m}=a, 1_{n}^{\top} P=b^{\top}}\langle\mathrm{C} ; P\rangle \\
\text { (Lagrange) } & \Leftrightarrow \min _{P \in \mathbb{R}_{+}^{n \times m}} \max _{f \in \mathbb{R}^{n}, g \in \mathbb{R}^{m}}\langle\mathrm{C} ; P\rangle-\left\langle f ; P 1_{m}-a\right\rangle-\left\langle g ; 1_{n}^{\top} P-b^{\top}\right\rangle \\
\text { (Strong duality) } & \Leftrightarrow \max _{f \in \mathbb{R}^{n}, g \in \mathbb{R}^{m}} \min _{P \in \mathbb{R}_{+}^{n \times m}}\langle\mathrm{C} ; P\rangle-\left\langle f ; P 1_{m}-a\right\rangle-\left\langle g ; 1_{n}^{\top} P-b^{\top}\right\rangle \\
& \Leftrightarrow \max _{f \in \mathbb{R}^{n}, g \in \mathbb{R}^{m}}\langle f ; a\rangle+\langle g ; b\rangle+\min _{P \in \mathbb{R}_{+}^{n \times m}}\left\langle\mathrm{C}-f 1^{\top}-1 g^{\top} ; P\right\rangle .
\end{align*}
$$

Since $P \in \mathbb{R}_{+}^{n \times m}$, the solution of the right part is attained if and only if

$$
C-f 1^{\top}-1 g^{\top} \geq 0
$$

where the inequality is meant elementwise.

In this case, $\left\langle\mathrm{C}-f 1^{\top}-1 g^{\top} ; P^{\star}\right\rangle=0$ and we have

$$
\begin{align*}
& \min _{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle  \tag{K}\\
\Leftrightarrow & \max _{f \in \mathbb{R}^{n}, g \in \mathbb{R}^{m} ; f 1^{\top}+1 g^{\top} \leq C}\langle f ; a\rangle+\langle g ; b\rangle . \tag{D}
\end{align*}
$$

Remark 3.7 (Interpretation). Consider $m$ warehouses producing $a$ and $n$ factories needing $b$.
Primal: Find $P^{\star}$ and pay $\left\langle\mathrm{C} ; P^{\star}\right\rangle$ to transport.
Dual: Find $f^{\star}, g^{\star}, f_{i}^{\star}$ is the price to take resource from warehouse $i, g_{j}^{\star}$ is the price to deliver resource at factory $j$, thus the price is $\langle f ; a\rangle$ (to take) $+\langle g ; b\rangle$ (to deliver).
Remark 3.8 (Complementary Slackness). $\left\langle\mathrm{C}-f^{\star} 1^{\top}-1 g^{\star \top} ; P^{\star}\right\rangle=0$ and thus for all (i,j)

$$
\begin{cases}\text { either } P_{i j}^{\star}>0 & \text { and } f_{i}^{\star}+g_{j}^{\star}=\mathrm{C}_{i j} \\ \text { or } P_{i j}^{\star}=0 & \text { and } f_{i}^{\star}+g_{j}^{\star}<\mathrm{C}_{i j}\end{cases}
$$

### 3.2.3 Associated Metric

The cost of moving from a distribution to another distribution naturally defines a distance between them when they are are defined on the same space.
${ }^{14}$ that is: Proposition 3.9. Let $n=m$. Take $p \geq 1$ and let $C=D^{p}$ where $D$ defines a distance ${ }^{14}$ on
i) $D$ is symmetric;
ii) $D_{i j}=0$ if and only if $i=j$;
iii) $D_{i k} \leq D_{i j}+D_{j k}$
$\{1, . ., n\}$. Then,

$$
W_{p}^{p}(a, b):=\min _{P \in \cup(a, b)}\left\langle D^{p} ; P\right\rangle
$$

defines the ( $p$-th power of the) $p$-Wasserstein distance on the simplex of size $n$.
$W_{p}(a, b)$ is a distance ( without the power $p$ ) and thus for all $a, b, c \in \Delta_{n}, W_{p}(a, b)=0$ if and only if $a=b, W_{p}(a, c) \leq W_{p}(a, b)+W_{p}(b, c)$.

Applications:

- bag of words distance for text classification;
- histogram distance.


### 3.3 Entropic Regularization

The problems we just saw are typically hard to compute numerically. There was a renewed interest towards these problems (especially in machine learning) following the introduction of an entropy-based regularization leading to more efficient computations.
Example 3.10 (Regularization leads to more stable solutions).

### 3.3.1 Entropy

The entropy function for a matrix $P \in \mathbb{R}_{+}^{m \times n}$ writes

$$
H(P)=-\sum_{i, j} P_{i j}\left(\log \left(P_{i j}\right)-1\right) .
$$

## Example 13 <br> For $P \in \mathbb{R}^{d}$



The entropy-regularized optimal transport problem (Cuturi, 2013; Wilson, 1969) then writes for some $\varepsilon>0$

$$
\min _{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle-\varepsilon H(P)
$$

and promotes more "uniform/smoothed" transport maps. This means that now every point is transported to every other point (with potentially very small values), which allows the transport plan to vary smoothly whenever the weights or the cost is evolving, which is very intersting in practice.

### 3.3.2 Regularized Transport

Proposition 3.11. The problem $\left(\mathcal{P}_{\varepsilon}\right)$ has a unique solution $P_{\varepsilon}^{\star}$ which verifies

- $P_{\varepsilon}^{\star} \xrightarrow{\varepsilon \rightarrow 0} \operatorname{argmin}_{\text {Psol. of }(\mathcal{K})}-H(P)$
- $P_{\varepsilon}^{\star} \xrightarrow{\varepsilon \rightarrow+\infty} a b^{\top}$

$$
\begin{aligned}
P_{\varepsilon}^{\star} & =\operatorname{argmin}_{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle-\varepsilon H(P) \\
& =\operatorname{argmin}_{P \in \cup(a, b)}\langle\mathrm{C} ; P\rangle-\varepsilon \sum_{i, j} P_{i j} \log \left(P_{i j}\right)-\varepsilon \underbrace{\sum_{i, j} P_{i j}}_{\text {constant in } \cup(a, b)} \\
& =\operatorname{argmin}_{P \in \cup(a, b)}-\varepsilon \sum_{i, j} P_{i j} \frac{1}{\varepsilon} \log \left(\exp \left(-\mathrm{C}_{i j}\right)\right)-\varepsilon \sum_{i, j} P_{i j} \log \left(P_{i j}\right) \\
& =\operatorname{argmin}_{P \in \cup(a, b)} \sum_{i, j} P_{i j} \log \left(\frac{P_{i j}}{K_{i j}}\right) \quad \text { with } K_{i j}=\exp \left(-\mathrm{C}_{i j} / \varepsilon\right) \text { called the Gibbs Kernel } \\
& =\operatorname{argmin}_{P \in \cup(a, b)} K \mathrm{KL}(P \mid K) \quad \text { with KL called the Kullback-Liebler divergence }
\end{aligned}
$$

### 3.3.3 Computational Interest

Proposition 3.12. The problem $\left(\mathcal{P}_{\varepsilon}\right)$ has a unique solution $P_{\varepsilon}^{\star}$ and this solution writes

$$
P_{i j, \varepsilon}^{\star}=u_{i} K_{i j} v_{j}
$$

with $K_{i j}=\exp \left(-\mathrm{C}_{i j} / \varepsilon\right)$ called the Gibbs Kernel and two unknown vectors $u, v$.
Proof. The solution is unique since the entropy is strictly concave.
Dualizing the constraints as in Section 3.2.2, the optimal $P$ is obtained as the minimum of $\left\langle\mathrm{C}-f 1^{\top}-1 g^{\top} ; P\right\rangle-\varepsilon H(p)$. Taking the first order optimality conditions, we obtain that for all $i, j$

$$
\begin{aligned}
& C_{i j}-f_{i}-g_{j}+\varepsilon \log \left(P_{i j, \varepsilon}^{\star}\right)=0 \\
\Leftrightarrow & P_{i j, \varepsilon}^{\star}=\underbrace{\exp \left(f_{i} / \varepsilon\right)}_{:=u_{i}} \underbrace{\exp \left(-C_{i j} / \varepsilon\right)}_{:=K_{i j}} \underbrace{\exp \left(g_{j} / \varepsilon\right)}_{:=v_{j}}
\end{aligned}
$$

or, rewriting that in matrix form

$$
P_{\varepsilon}^{\star}=\operatorname{diag}(u) K \operatorname{diag}(v) .
$$

${ }^{15}$ They depend on $f$ and $g$ which are the solutions to the dual problem, so no computational gain
there.

Unfortunately, $u$ and $v$ are not explicit ${ }^{15}$ but since $P_{\varepsilon}^{\star} \in \cup(a, b)$ we have

$$
\begin{aligned}
P_{\varepsilon}^{\star} 1 & =\operatorname{diag}(u) K \operatorname{diag}(v) 1=\operatorname{diag}(u) K v=u \odot K v=a \\
\text { and } 1^{\top} P_{\varepsilon}^{\star} & =1^{\top} \operatorname{diag}(u) K \operatorname{diag}(v)=u^{\top} K \operatorname{diag}(v)=\left(K^{\top} u \odot v\right)^{\top}=b^{\top}
\end{aligned}
$$

where $\odot$ represents the Hadamard (entrywise) product.
Thus, we have to scale the matrix $K$ to precribed row and column sums, ie to get

$$
\left\{\begin{array}{l}
u \odot K v=a \\
v \odot K^{\top} v=b
\end{array} .\right.
$$

Sinkhorn's algorithm solves this problem by alternating

$$
u_{k+1}=\frac{a}{K v_{k}} \quad v_{k+1}=\frac{b}{K^{\top} u_{k+1}}
$$
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